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 Motivation 

 Overview 

Challenges Unique to Medical Image Classification   

• Long-Tailed Distributions: Medical conditions range from 
extremely common to very rare, and the dataset reflects this. 
Traditional ML models struggle with this imbalance, often 
misdiagnosing rare conditions.  

• Label Co-Occurrence: Patients may have multiple conditions 
simultaneously, requiring a multi-label classification approach. 
Ignoring this can result in incomplete or inaccurate diagnoses. 

• Multiple Views: Different imaging modalities and angles provide 
complementary information. Not exploiting these multiple views 
can lead to missed diagnostic cues. 

Gaps in Existing Solutions   

• Most existing approaches 
do not fully address these 
challenges, particularly in 
the context of chest X-rays.  

• Previous work either 
focuses on single-view 
models or do not 
adequately handle class 
imbalance and label co-
occurrence. 

 Methods 

Our approach consists of two stages:  

• Stage 1: Single-view CNN backbone trained as the feature 
extractor 

• Stage 2: Transformer-based fusion module, CheXFusion, 
to integrate multi-view features. 

Key Takeaways   

• Our solution scores first place in both validation and test 
leaderboards of CXR-LT.  

• CheXFusion can be applied as a plug-and-play method for 
other multi-label classification tasks.

1. Backbone Pre-training   

Objectives: A general feature extractor for each view in the 
subsequent fusion stage.  

Key Innovations: Employ ML-Decoder as a classification head.  

2. Transformer Fusion Model (CheXFusion)   

Objectives: Integrate features from multi-view images effectively.  

Key Innovations: Uses self-attention and cross-attention 
mechanisms for dynamic aggregation. Leverages positional 
encoding and segment embedding to handle permutation 
invariance.  

3. Loss Function   

Objectives: Tackle inter-class and intra-class imbalances in multi-
label long-tailed classification.  

Key Innovations: Weighted Asymmetric Loss  

4. Self-training 

Objectives: Utilize additional unlabeled data    

Key Contribution: Employs the "Noisy Student" approach, using a 
teacher model to produce pseudo-labels for unlabeled data  

 Experiments 

CheXFusion outperforms several baselines and achieves state-of-
the-art performance on the CXR-LT dataset, indicating its potential 
for application in clinical settings

 Conclusion 

• We propose CheXFusion, a transformer-based fusion module 
that effectively integrates multi-view medical image features  

• We conduct extensive experiments to verify the advantages of 
various data balancing techniques and self-training.  

• Our solution achieves top performance in both the validation and 
test leaderboards of the CXR-LT shared task


